
Resonances

When energy 
corresponds to state 
in compound 
nucleus, cross 
section is enhanced

These 
enhancements are 
resonances



Direct and Indirect 
Measurements of Resonant Rates

Direct measurement not generally 
feasible at all energies

Must identify and measure energies of 
resonances with favourable spin and 
parity

When resonances are narrow and don’t 
interfere, decay properties can be 
measured to deduce strength



Major Stellar Fusion Processes

Fuel Major Products Threshold 
Temperature (K)

Hydrogen Helium, Nitrogen 4 Million

Helium Carbon, Oxygen 100 Million

Carbon Oxygen, Neon, 
Sodium, Magnesium 600 Million

Oxygen Magnesium, Sulfur, 
Phosphorous, Silicon 1 Billion

Silicon Cobalt, Iron, Nickel 3 Billion



Heavy Element Abundances

~1/2 of chemical elements w/ A > 70 produced in the rapid 
neutron capture (r) process: neutron captures on rapid timescale (~1 s)

in a hot (1 billion K), dense environment ( >1020 neutrons cm-3)
The other half are produced in the slow neutron capture process



The r Process Site?

Core-collapse supernovae favoured astrophysical site; explosion liberates 
synthesized elements, distributes throughout interstellar medium;

Abundances of r process elements in old stars show consistent pattern 
for Z > 47, but variations in elements with Z ≤ 47, implying at least 2 sites  



End States of Stellar Evolution: 
White Dwarves and Neutron Stars

White Dwarf: Stellar cinder left after typical and low-mass stars 
(M < 8 M�) exhaust core H and He fuel: composed mainly of 
C, O, Ne; M ~ 0.6 M�, R ~ 6000 km; supported by electron 
degeneracy pressure

Neutron Star: End state of massive stars (8 M� ≤ M ≤ 10 M�) 
formed during supernova explosions: composed mainly of free 
neutrons, exotic nuclei; M ~ 1.5 M�, R ~ 10 km; supported by 
neutron degeneracy pressure



Novae

Accretion of H- & He-rich matter from low-mass main sequence 
star onto surface of white dwarf via disk

When accreted layer is thick enough, temperature and pressure at 
base sufficient to initiate thermonuclear runaway

H in accreted layer is “burnt” via nuclear reactions

Layer ejected, enriching ISM with nucleosynthetic products

Repeats nearly ad infinitum w/ recurrence time ~ 104-5 yr





Recoil Mass Separator



Radiative Capture Experiments at 
DRAGON

R = 1.0 m
Angle = 50°

Gap = 100 mm
B = 0.6 T 

R = 0.813 m
Angle = 75°

Gap = 120 mm
B = 0.8 T 

R = 2.0 m
Angle = 20°

Gap = 100 mm
V = ± 200 kV 

R = 2.5 m
Angle = 35°

Gap = 100 mm
V = ± 160 kV 



Beam Suppression

S. Engel et al., NIM A 553 (2005) 491



Windowless Gas Target

facility. Here follows a brief description of each
part of DRAGON, to be expanded on in later
sections.

The heavy ion beam enters the target gas cell
(Fig. 2) through a series of differentially pumped
tubes. The gas pressure in the cell is regulated to be
in the range from 0.2 to 10 Torr; and the gas
density is uniform over most of the 11 cm between
the innermost apertures. The downstream gas
pressure is reduced by differential pumping
through a second set of tubes until it reaches
10!6 Torr at the entrance to the first magnetic
element of the separator, 1 m downstream of the
target cell. The gas target cell also contains a solid-
state detector which measures the rate of elastic
scattering by detecting hydrogen or helium recoil
ions.

The g-detector array is comprised of 30 BGO
(Bismuth Germanate) scintillation crystals of
hexagonal cross section (Fig. 3) which are stacked
in a close-packed array surrounding the gas target
(Fig. 4). Monte Carlo simulations [2] predict that
the g-ray detection efficiency of the array varies
from 45% to 60% for 1–10 MeV g-rays over the
11 cm target length. Confirmation of these simula-
tions by efficiency measurements are in progress
using standard g sources [3]. Among the 30
detectors the g energy resolution at 6:13 MeV
averages 7% full-width half-maximum (FWHM).

The heavy-ion recoil leaves the target parallel to
the beam and DRAGON accepts recoils within

720 mrad or less. The smaller the g-ray energy,
the closer the recoil trajectory follows the beam
direction. The maximum recoil opening angle
varies from reaction to reaction, depending on
the masses and Q-values of the capture reaction

H /He gas cell2
Collimator
insert

Fill tube from
recycling

Feedthru
connectors

Elastic monitor
detectors

Fig. 2. Schematic representation of the inner components of
the DRAGON windowless gas target system.
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Fig. 3. One of the g-ray scintillation detector composed of a
BGO crystal coupled to a 51 mm diameter photomultiplier
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Fig. 4. The DRAGON BGO g array, composed of 30 BGO
units, surrounding the gas target region.
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30 BGO γ ray detectors surrounding 
gas target

 
Geometric efficiency of 89-92%

DRAGON Gamma Ray Detector 
Array



Focal Plane Detectors: Local Time-
of-Flight System

particles. This has the advantage of enabling an additional
measurement (usually a partial or total energy measurement).
The resolution of the timing detectors is to the first order
independent of the ion energy; thus, at lower energies the flight
time of the particles is longer, resulting in a better separation
between different particles.

Here we describe the setup of the DRAGON local time-of-flight
(TOF) system. We refer to ‘local’ meaning the recoil detectors
located after the separator, as opposed to TOF through the entire
separator where the start signal comes from deexcitation gamma
rays from the reaction detected in the BGO array. The performance
during the commissioning runs with stable 23Na, 24Mg and 27Al
beams is described in the second part of the paper.

2. Setup

The DRAGON local TOF system is based on time measurement
between two timing detectors, following by a multi-anode IC
or a double-sided silicon strip detector (DSSSD) for an energy
measurement (Fig. 1). Each timing detector consists of a thin
carbon foil through which the particles pass generating secondary
electrons on either side of the foil; an electrostatic mirror which
accelerates and deflects the electrons perpendicular to the beam
axis; and a micro-channel plate (MCP) which generates a fast
timing signal. The first timing detector (MCP0) is located about
10 cm upstream of a set of slits which are located at the
achromatic focus at the end of the separator; the second one
(MCP1) is further downstream in front of the energy detector with
a flight path between the two foils of 59! 0:5cm. To maximize
the flight path, MCP0 detects electrons from the downstream side
of the foil whereas MCP1 is mounted backwards detecting the
electrons from the upstream side. Motor-driven actuators allow
removal of both detectors without breaking the vacuum during
beam tuning into a Faraday cup located right after the slits and in
experiments without local TOF measurements. The vacuum in the
box is usually in the low 10"7 Torr range, but can rise by one
order of magnitude when the gas-filled IC is operated at higher
pressures.

MCP0 has already been used in some previous experiments to
improve the time resolution of the slow IC [8]. Due to its location
close to the focus, it is the smaller of the twoMCPs and is based on
a Quantar 3394A MCP/REA sensor (diameter of MCP 40mm).
Carbon foil diameters between 15 and 40mm can be used.
Three wire planes are in the path of the beam; a fourth one is in
front of the MCP detector. The wire planes are made of 20mm
gold-plated tungsten wires with a line spacing of 1mm. The
voltages are optimized for good timing resolution and high
efficiency of the MCP detector. MCP0 is equipped with a resistive
encoded anode (REA) which gives position information on the
particles.

MCP1 is about twice the size of MCP0 in order to collect all
recoils with a large divergence emitted in certain experiments
(usually reactions with low mass, low energy and high Q-value).
The foil has a diameter of 70mm, the MCP detector has 75mm
(Burle APD 3075 MA). The wire plane configuration is similar to
MCP0. The performance of both MCP detectors is similar, except
for a slightly higher dark count rate of the larger MCP.

The production of large, flat carbon foils is challenging. We use
diamond-like carbon (DLC) foils produced by Advanced Applied
Physics Solutions (AAPS) Inc. located at TRIUMF. Very homo-
geneous and pinhole-free DLC foils with a thickness of
4–5mg=cm2 have been produced by laser ablation of carbon and
were floated onto Ni-plated support meshes with high transmis-
sion (98% and 95%). The thickness is a compromise between
number of electrons produced per particle and minimal energy-
loss and angular straggling.

The detector electronics consists of a fast timing discriminator
(Ortec 9327 1-GHz Amplifier and Timing Discriminator) which
uses a signal picked off from the high voltage feed in case of MCP0
and the anode signal in case of MCP1. The fast timing signals are
fed into a time-to-amplitude converter (TAC, Ortec 567) starting
with the signal from MCP1 and stopping with the delayed signal
fromMCP0. The delay depends on the velocity of the ions and is in
the range of 30–100ns. Separate timing signals from the fast
timing discriminator are used to generate trigger signals for both
MCPs and a 100ns coincidence signal indicating a valid local TOF
trigger signal (MCP-TOF). The MCP coincidence trigger is delayed

ARTICLE IN PRESS

MCP0
MCP1X/Y slit

FC

multi-anode IC

wire planes

MCP

DLC foil

REAMCP0

Fig. 1. Schematic setup of the DRAGON end detector comprises two MCP based timing detectors and a multi-anode IC as an energy detector (which can be easily exchanged
with a DSSSD). The inset shows the details of MCP0.
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Two C foils separated by 59 cm generate secondary electrons 
detected by MCPs; 400 ps FWHM timing resolution

Followed by Ionization Chamber or DSSD



Particle Identification

literature value. In addition, in a short test measurement it was
possible to clearly identify 28Si recoils from the very weak
resonance at 196 keV in the 27Al(p;g)28Si reaction.

The simultaneous use of the MCP-TOF detector with the IC
allows further to optimize the IC for separation of isobaric
contamination. This will be important for the upcoming
23Mg(p;g)24Al experiment where we have a mixed 23Na/23Mg
beam. Therefore, the use of the IC is additionally necessary to
separate 24Al recoils from 24Mg recoils from the 23Na (p;g)24Mg
reaction.
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22Na formation: NeNaMg cycle

Ne Ne Ne

Na Na Na

Mg Mg Mg

20 21 22

21 22 23

22 23 24

1.275 

MeV

22.5 s

11.3 s

2.6 y

 3.8 s

INTEGRAL

22Na not observed by COMPTEL or 
INTEGRAL



Measurement of  21Na(p,γ)22Mg 
21Na beam up to 2 × 109 per second

Determined resonance strengths for 7 states in 22Mg between 200 and 1103 keV 

Detected recoils alone or in coincidence with prompt γ rays

D’Auria et al., PRC 69,   065803 (2004)

22Mg recoils in DSSSD 
(singles) ER=738 keV

22Mg
21Na

Excitation function 
for ER=821 keV



Estimated reaction rate for 21Na(p,γ)22Mg 
based on DRAGON data

The lowest measured state at 5.714 
MeV (Ecm = 206 keV) dominates for 

all nova temperatures and up to 
about 1.1 GK

Updated nova models showed that 
22Na production occurs earlier than 

previously thought while the 
envelope is still hot and dense 

enough for the 22Na to be 
destroyed, resulting in lower final 

abundance of 22Na

Reaction not significant for X-ray 
bursts



26Al in the Milky Way

Radioactive decay with mean lifetime 1 My: 1.8 MeV γ ray

Galactic inventory ~ 3 solar masses

Is 26Al formed in novae as well as massive stars?

Must measure rates of nuclear reactions that create and destroy 
26Al in novae to find out



Average 26Al beam intensity of 
3.4 billion s-1

Measured cross section of 184 
keV resonance suggests novae 
are not dominant source of 
galactic 26Al

Ruiz et al., PRL 96, 252501 
(2006)
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18F(p,γ)19Ne Measurement

Measured at 665 keV resonance
Previously only upper limit from Rehm et al., PRC 55, 566 (1997)

Resonance strength ~ 10 meV, not an important contributor



Type I X-Ray Bursts
Accretion of hydrogen & helium 
from ordinary star onto neutron 
star via accretion disk in binary 
system triggers thermonuclear 
explosion

Accreted layer of material heats 
up to ~ 1GK in < 1 s, cools over 
~ 10-100 s

Thermal emission from surface 
peaks in x-ray part of em 
spectrum, visible as Type I x-ray 
burst

Explosion confined to thin shell 
on surface, repeats after further 
accretion



σ(i → f)

(2Jb + 1)(2JT + 1)p2
i

=
σ(f → i)

(2Je + 1)(2JR + 1)p2

f

Inverse Reactions

Time-invariance of 
interactions implies 
that time-reversed 
reaction rates 
related by detailed 
balance theorem



p(21Na,α)18Ne
section represents a lower limit to the total 18Neð!; pÞ21Na
reaction cross section and further investigations will
be needed to assess any additional inelastic contributions
(see Ref. [10] for such a study in the case of 14Oð!; pÞ17F).
It should be noted, furthermore, that given the nonzero
spins of the interacting nuclei in the entrance channel
(J" ¼ 3=2þ and J" ¼ 1=2þ for 21Na and proton, respec-
tively), both natural- and non-natural-parity states can be
populated in 22Mg. However, detection of 18Ne nuclei in
their ground state ensures that only natural-parity states in
22Mg, i.e., those of astrophysical interest, have been popu-
lated by the inverse 21Naðp;!Þ18Ne reaction.

The time-reversal measurement was carried out at the
ISAC II facility (TRIUMF) in inverse kinematics using
a radioactive 21Na beam incident on ðCH2Þn targets (thick-
nesses 311 and 550 #g=cm2). Six beam energies were
explored in the region 4:12 MeV=A % Ebeam %
5:48 MeV=A. Typical beam intensities were limited to a
maximum of 106 pps in order to keep the Rutherford-
scattering yield in the most forward detectors (see below)
at an acceptable rate. Heavy ions and ! particles were
detected in coincidence using an array of double-sided
silicon strip detectors. Detection of 4He ions was primarily
achieved with a !E–E telescope consisting of two MSL
[11] type S2 detectors (65 and 500 #m thick, respectively,
each segmented into 48 annular front strips and 16 rear
sectors) covering a laboratory angular range of $! ¼
7&–19& (the maximum emission angle for ! particles
was less than 20& at all energies investigated). Detection
of 18Ne ions was achieved with a !E–E telescope using a
CD detector consisting of 4 quadrants (each segmented
into 16 front strips and 24 rear sectors) and a PAD detector,
consisting of 4 unsegmented quadrants [11]. The CD-PAD
(35 and 1500 #m thick, respectively) covered a laboratory
angular range $HI ¼ 1:6&–6:6& (the maximum emission
angle for 18Ne ions was less than '5& at all energies
investigated). The coincidence detection efficiency was
between 13 and 27%, depending on beam energy, as de-
termined by a Monte Carlo simulation assuming an
isotropic distribution in the center of mass [12].

The energy calibration of the detectors was performed
independently for each strip using a mixed three-peak !
source. In addition, the Rutherford elastic scattering of 21Ne
off 12C at Elab ¼ 5:357 MeV=A was used as a fourth cali-
bration point for the CD quadrants only. Good events,
corresponding to 4He and 18Ne ions detected in coincidence,
were extracted from the raw data by imposing appropriate
conditions of two-body coplanarity, identification of 4He
and 18Ne kinematics loci, and total energy reconstruction.
An example of the measured and simulated !-particle kine-
matics loci for the 21Naðp;!Þ18Ne reaction at Ebeam ¼
5:476 MeV=A is shown in Fig. 1. The upper and lower
loci correspond to events with 18Ne nuclei being left in their
ground state or first excited state (Ex ¼ 1:89 MeV), respec-
tively. This latter channel is open at beam energies 5.476

and 4:910 MeV=A (and closed at the other energies inves-
tigated). No events were observed in the lower locus at
either beam energy, thus indicating that the inelastic
21Naðp;!Þ18Ne( channel is not strongly populated in the
reaction. Experimental data were found to be in excellent
agreement with simulations at all beam energies.
The 21Naðp;!Þ18Ne cross section was determined from

the measured coincident yields under the assumption of a
thin-target condition at each investigated energy, using the
following equation:

%ðEeffÞ ¼
Y

NbNt&'
;

where Eeff is the effective beam energy at mid-target, Y is
the measured 21Naðp;!Þ18Ne coincident yield, Nb the total
number of incident particles, Nt the number of 1H nuclei
per unit area in the ðCH2Þn target, & the coincident detec-
tion efficiency, and ' the data acquisition live time (typi-
cally 65%). The number of incident particles was
calculated from the yield of Rutherford-scattered 21Na
ions off 12C in the target as detected in the innermost strips
of the CD detectors, i.e., well within the grazing angle at
each beam energy.
A summary of experimental yields and cross sections for

each of the six beam energies investigated is given in
Table I. Note that the errors in the effective interaction
energy represent half the target thickness (in the center-of-
mass system) at each beam energy. The errors in the yields
and cross sections are statistical only and were calculated
using Poisson statistics for the two highest yields and the
Feldman-Cousins method [13] for low statistics for all
other yields (68% confidence level and zero background
assumption). The estimated systematic uncertainty of the
cross section is'16% and is dominated by uncertainties in
the number of projectile nuclei (8% at all beam energies)
and in the number of target nuclei (about 8%, mostly due
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FIG. 1. Simulated !-particle kinematics curves ($ vs E),
shown as horizontal segments, superimposed on experimental
data (squares) from the 21Naðp;!Þ18Ne reaction at Ebeam ¼
5:476 MeV=A. The upper (lower) locus corresponds to reactions
forming 18Ne in its ground (first excited) state.
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to the uncertainty in the energy loss calculations by
SRIM2008 [14]). Changes to the detection efficiency due to
nonisotropic distributions (up to l ¼ 3) were also explored
by Monte Carlo simulations. Deviations from the isotropic
case amount to at most 20% at the highest beam energies
and to at most 50–60% at the two lowest beam energies
(depending on the actual l value) and are therefore com-
parable to, or smaller than, the quoted statistical uncertain-
ties. The 18Neð!; p0Þ21Na reaction cross section was
inferred by using the principle of detailed balance [15]
and is shown in Fig. 2 as a function of (!, p) center-of-
mass energy. The figure also shows the theoretical predic-
tions based on Hauser-Feshbach calculations [16] for
ground-state to ground-state transitions (hereafter HFgs)
and ground-state-to-all-states transitions (HFall) for the
18Neð!; pÞ21Na reaction. Since our data only provide a
lower limit to the cross section, the comparison with
theoretical predictions is made only with HFgs.
Surprisingly, a good agreement is found for the two lowest
energy points, whereas a discrepancy of up to a factor of

2 is observed at the highest measured energy. This is
contrary to expectations, as lower energies correspond to
lower excitation energies, and therefore lower level den-
sities, in the compound nucleus. The reason for such a
trend is at present not understood.
The astrophysical 18Neð!; p0Þ21Na reaction rate as a

function of temperature was calculated by numerical inte-
gration of our experimental cross sections using the
EXP2RATE code by T. Rauscher [17]. Rate values, obtained
as the arithmetic mean between the low and high limits
associated with the uncertainties on the cross section data,
are given in Table II. As shown in Fig. 3, our reaction rate
agrees well with the overall energy dependence of theHFgs
rate but is typically a factor of $2–3 lower in the whole
temperature region (T ¼ 1:0–2:4 GK) that corresponds to

TABLE I. Summary of experimental results for each of the six beam energies investigated.

Ebeam Eeff
cmðp;!Þ Eeff

cmðp;!Þ 4Heþ18 Ne "c Nb
d #ðp;!Þ #ðp;!Þ

ðMeV=AÞ (MeV) (MeV) yield (%) particles (mb) (mb)

5.476a 5:21& 0:06 2:57& 0:06 33& 6 19 ð2:9& 0:3Þ ' 1010 0:35& 0:06 1:7& 0:3
4.910b 4:61& 0:12 1:97& 0:12 8þ3:3

(2:7 27 ð3:2& 0:3Þ ' 1010 ð3:0þ1:2
(1:0Þ ' 10(2 0:17þ0:07

(0:06

4.642a 4:40& 0:07 1:76& 0:07 23& 5 27 ð7:1& 0:7Þ ' 1011 ð5:3& 1:1Þ ' 10(3 ð3:1& 0:6Þ ' 10(2

4.619b 4:32& 0:12 1:68& 0:12 16þ5
(4 25 ð5:0& 0:5Þ ' 1011 ð3:8þ1:1

(0:9Þ ' 10(3 ð2:3þ0:7
(0:5Þ ' 10(2

4.310b 4:02& 0:13 1:38& 0:13 4þ2:8
(1:7 16 ð1:47& 0:15Þ ' 1012 ð5:6þ3:9

(2:3Þ ' 10(4 ð3:8þ2:7
(1:6Þ ' 10(3

4.120b 3:83& 0:13 1:19& 0:13 2þ2:3
(1:3 13 ð6:9& 0:7Þ ' 1012 ð7:4þ8:3

(4:6Þ ' 10(5 ð5:5þ6:2
(3:5Þ ' 10(4

a311 $g=cm2 ðCH2Þn target.
b550 $g=cm2 ðCH2Þn target.
cAs determined by Monte Carlo simulation.
dAs determined by Rutherford elastic scattering of 21Na beam off 12C nuclei in the target (see text).
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FIG. 2. Experimental 18Neð!; p0Þ21Na reaction cross section

(data points) as a function of Eð!;pÞ
cm . Predictions based on the

Hauser-Feshbach calculations [16] for ground-state to ground-
state transitions (solid line) and ground-state to all-states tran-
sitions (dashed line) are also shown for comparison.

TABLE II. Astrophysical 18Neð!; p0Þ21Na reaction rate as a
function of temperature, calculated by numerical integration of
our cross-section data. The rate is taken as the arithmetic mean
of low and high limits associated with the uncertainties on the
cross sections.

Temperature NAh#%iðcm3 mol(1 s(1Þ
T9 (K) Low limit High limit Arithmetic mean

0.95 8:5' 10(4 3:2' 10(3 ð2:0& 1:2Þ ' 10(3

1.05 4:4' 10(3 1:6' 10(2 ð9:9& 5:6Þ ' 10(3

1.15 1:7' 10(2 5:9' 10(2 ð3:8& 2:1Þ ' 10(2

1.25 5:8' 10(2 1:8' 10(1 ð1:2& 0:6Þ ' 10(1

1.35 1:6' 10(1 5:0' 10(1 ð3:3& 1:7Þ ' 10(1

1.45 4:1' 10(1 1.2 ð8:0& 3:9Þ ' 10(1

1.55 9:4' 10(1 2.6 1:8& 0:8
1.65 2.0 5.3 3:6& 1:7
1.75 3.8 9.9 6:9& 3:1
1.85 6.9 1:7' 10þ1 ð1:2& 0:5Þ ' 10þ1

1.95 1:2' 10þ1 3:0' 10þ1 ð2:1& 0:9Þ ' 10þ1

2.05 2:0' 10þ1 4:8' 10þ1 ð3:4& 1:4Þ ' 10þ1

2.15 3:1' 10þ1 7:5' 10þ1 ð5:3& 2:2Þ ' 10þ1

2.25 4:7' 10þ1 1:1' 10þ2 ð8:0& 3:3Þ ' 10þ1

2.35 6:9' 10þ1 1:6' 10þ2 ð1:2& 0:5Þ ' 10þ2

2.45 9:9' 10þ1 2:3' 10þ2 ð1:7& 0:7Þ ' 10þ2

PRL 108, 242701 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
15 JUNE 2012
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18Ne(α,p)21Na a breakout reaction from hot CNO cycles
Use detailed balance to relate (p,α) and (α,p) rates (g.s. only)

Salter et al., Physical Review Letters 108, 242701 (2012)



7Li in Big Bang Nucleosynthesis
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An update on the BBN prediction for 7Li: the problem worsens

0

0.0

Figure 5. The theoretical and observational likelihood functions for 4He,
D/H, 3He/H, and 7Li/H. BBN results have been convolved with the WMAP
determination of η and are shown as dark (blue) shaded area. The observational
likelihoods are shown as light (yellow) shaded regions as well as alternative dotted
curves. The data and distinctions are detailed in the text.

The BBN predictions can be compared directly with current observational
determinations of the light element abundances. The BBN likelihood functions can be
defined by a convolution over η:

LBBN(X) =

∫
dη LBBN(η|X)LWMAP(η) (8)

using the Monte Carlo results from BBN as a function of η to give LBBN(η|X) and the
WMAP value of η distributed as a Gaussian, LWMAP(η). These are shown in figure 5
by the dark (blue) shaded regions. Though there are useful measurements of the 3He
abundance [52], these are difficult to match to the primordial abundance [53]. We will
show the BBN likelihood for 3He in figure 5, but will not discuss 3He any further.

Figure 5 also shows the observational likelihoods for comparison. For 4He, the light
(yellow) shaded region corresponds to the result found in [14] using a select subset of the
data in [54]. Systematic uncertainties and degeneracies in the set of physical parameters
used to determine the helium abundance led to a value of Y extrapolated to zero metallicity
of Yp = 0.249± 0.009. The mean value of the reanalyzed data is 0.252± 0.003 and that is
shown by the dotted likelihood function. Because of the large observational uncertainty
in determining Yp, both agree quite well with the accurate prediction made from BBN.

The deuterium abundance at low metallicity has been measured in several quasar
absorption systems [13]. The weighted mean value of the seven systems with reliable
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BBN a robust prediction of hot big 
bang cosmology for > 40 yr

Explains origin of large universal He 
abundance, trace quantities of D, 
3He, & 7Li

Given general relativity, 
cosmological principle, abundance 
predictions depend only on mean 
lifetime of neutron, number of 
active, light neutrino flavours, 
universal baryon density, and 
nuclear reaction rates

7Li produced via 3He(α,γ)7Be

Primordial 7Li abundance 
proportional to S34(300 keV)0.96

Cyburt et al., JCAP 11, 012 (2008)



Proposed BBN 7Be Destruction 
Mechanism

Cyburt and Pospelov proposed resonant 
destruction of 7Be via 7Be(d,p)8Be* 
reaction (IJMPE 21, 1250004, 2012) if 
5/2+ resonance in 9B had Er = 170-220 
keV, Γ = 10-40 keV

Before we could look for it, Scholl et al. 
found it (but didn’t know it) while 
studying GT transitions in the A = 9 
system using 9Be(3He,t)9B reaction (PRC 
84, 014308, 2011)

Resonance has Er = 310(10) keV, Γ = 
81(5) keV

Checked effect on BBN using Kawano-
Wagoner code, without narrow 
resonance approximation, reduction of 
7Be abundance strictly less than 3.5(8)%

Kirsebom & Davids, PRC 84, 055801 
(2011)
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16.490

d + 7Be

16.800

0.0

9B

-0.185

p + 8Be

16.441

p + 8Be∗

FIG. 1. Schematic illustration of the proposed 7Be destruction
mechanism, d + 7Be → 9B∗ → p + 8Be∗. The energies are in MeV
relative to the ground state of 9B. Subsequently, 8Be∗ breaks up into
two α particles.

Slightly above the 16.626-MeV state, at 16.922 MeV, lies
another 2+ state in 8Be. The two are nearly maximally mixed in
isospin (I ) [15] and are often referred to as the 2+ doublet. The
structure of the 16.626-MeV state is primarily that of a 1p1/2
proton orbiting a 7Li core in its ground state, and the structure
of the 16.922-MeV state is primarily that of a 1p1/2 neutron
orbiting a 7Be core in its ground state [16]. The analysis in
Ref. [13] suggests that the structure of the 16.8-MeV state in 9B
is primarily that of a 2s1/2 proton orbiting the I = 1 component
of the 2+ doublet. As noted in Ref. [7], this provided reason
to think that the overlap between the 16.8-MeV state in 9B
and p + 8Be∗ might indeed be considerably larger for the
16.626-MeV state than for any of the lower-lying states in
8Be.

The nuclear physics input for BBN calculations was re-
cently reexamined in Ref. [17], which includes new reactions,
studies the potential effects of reactions for which data do
not exist, studies the effects of nonthermal particles (highly
energetic particles produced in exothermic reactions), in
particular neutrons which take much longer to thermalize
than charged particles, and includes thermal excitation of the
first excited states in 7Li and 7Be. Reference [17] concludes
that there is little chance of solving the cosmological lithium
problem with conventional nuclear physics, but it retains the
destruction mechanism proposed by Ref. [7] as an “alluring”
possibility.

A very recent paper [18] reports on a new 9Be(3He,t)9B
measurement performed with the purpose of studying Gamow-
Teller transition strengths in the A = 9 system. The beam
energy was 140 MeV/nucleon, and tritons were detected in
a high-resolution spectrometer at scattering angles around 0◦.
The excitation energy resolution achieved was 30 keV. The
16.8-MeV state is strongly excited, and its energy and width are
determined to be 16.800(10) MeV and 81(5) keV, respectively,
in good agreement with the two previous experiments. The
nearby J π = 1/2−, I = 3/2 state at 17.076(4) MeV is also
strongly excited and its energy is well known from its γ decay
to the ground state. This gives strong confidence in the new
energy determination. It is also worth noting that the observed
angular distribution of the 16.8-MeV state is consistent with
the proposed 5/2+ assignment.

To assess the consequence of the new experimental data for
the proposed destruction mechanism, we employ the standard
Kawano-Wagoner BBN code [19,20]. We modify the 7Be(d,p)

reaction rate by adding the extra term [21]

NA〈σv〉 = NA (8/πµ27)1/2 (kT )−3/2

×
∫ ∞

0
Eσ (E) exp (−E/kT )dE, (1)

where NA is Avogadro’s constant, µ27 is the reduced mass,
k is Boltzmann’s constant, T is the temperature, E is the
relative kinetic energy, and σ (E) is the cross section for d +
7Be → 9B∗ → p + 8Be∗, given by the single-channel, single-
level approximation of the R-matrix theory [22]:

σ (E) = πλ̂2 ω
'd (' − 'd )

(E − Er − ()2 + ('/2)2
,

where λ̂ = h̄/p = h̄/(2µ27E)1/2, and ω is a statistical weight
factor that depends on the spins involved,

ω = 2J + 1
(2j1 + 1)(2j2 + 1)

=
2 × 5

2 + 1

(2 × 1 + 1)(2 × 3
2 + 1)

= 0.5,

where J = 5/2 is the (assumed) spin of the 16.8-MeV state,
j1 = 1 is the spin of the deuteron, and j2 = 3/2 is the spin
of 7Be. Furthermore, ' = 'γ + 'p + 'd + '3He + 'α is the
total width. We assume 'γ , '3He, and 'α to be negligible and
'p to be dominated by the decay to the 16.626-MeV state in
8Be. Because the 16.8-MeV state is located close to threshold,
the energy dependence of the deuteron width must be taken
into account [23]:

'd = 2P)=1(E)γ 2
d .

Similarly, for the proton width,

'p = 2P)=0(E′)γ 2
p , (2)

where P) is the penetrability, ) is the orbital angular momen-
tum, γd (γp) is the deuteron (proton) reduced width, and E′ is
the p + 8Be∗ relative kinetic energy,

E′ = E + Sd − Sp − 16.626 MeV,

with Sp = −0.1851(10) MeV [8]. We note that Eq. (2) is
only approximately valid, because it assumes that the width
of the 16.626-MeV state in 8Be can be neglected, whereas the
state actually has a considerable width of 108.1(5) keV [8]
with an asymmetric line shape owing to interference with the
16.922-MeV state. Still, the approximation is adequate for the
present analysis. Finally, the shift, (, is calculated as

( = − [S)=1(E) − B] γ 2
d − [S)=0(E′) − B ′]γ 2

p ,

where S) is the shift function, and the boundary conditions
are B = S)=1(Er ) and B ′ = S)=0(E′

r ). The definitions of P)

and S) are given in Ref. [22]. To evaluate P) and S), suitable
channel radii, a27 and a18, must be chosen for the formation
and destruction channel.

Relying on the data from the new 9Be(3He,t)9B measure-
ment [18], we use Er = 310(10) keV for the resonance energy
and '0 = 81(5) keV for the total width. The superscript 0
refers to the value at resonance energy, that is, at E = Er .
To maximize the reaction rate, we chose γd and γp such
that '0

d = '0
p = 0.5 '0. We do not have complete liberty in

our choice of γd and γp because they should not exceed
the corresponding Wigner limits, γ 2

W,d = 3h̄2/(2µ27a
2
27) and
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FIG. 2. (Color online) Maximal resonant contribution of the
16.8-MeV state in 9B to the 7Be(d, p) reaction rate calculated from
Eq. (1) vs temperature. For comparison, the rate calculated using the
narrow resonance approximation is also shown.

γ 2
W,p = 3h̄2/(2µ18a

2
18). We find that a permissible choice of

γd only exists for a27 > 6.5 fm, whereas a permissible choice
of γp exists for essentially any value of a18. For the present
calculation, we chose a27 = 7 fm and a18 = 5 fm, yielding
γ 2

d /γ 2
W,d = 0.93 and γ 2

p/γ 2
W,p = 0.09. As argued in Ref. [7],

a27 = 7 fm represents a physically plausible choice of channel
radius. The temperature dependence of the reaction rate is
shown in Fig. 2. For comparison, we also show the rate
obtained in the narrow resonance approximation. We find
that the reduction in 7Li abundance caused by the inclusion
of the resonant contribution of the 16.8-MeV state in 9B to

the 7Be(d,p) reaction rate is at most 3.5(8)%. This result is
essentially independent of the choice of channel radii. The
quoted uncertainty mainly reflects the 10-keV uncertainty on
the energy determination of the 16.8-MeV state with a small
contribution (0.2%) from the 5-keV uncertainty on the width
determination.

We stress that the assumption of a dominant proton-decay
branch to the 16.626-MeV state is- by no means- important to
the conclusion of the present analysis. If the decay is assumed
to proceed by proton emission to lower-lying states in 8Be
or α emission to 5Li, a similar reduction in 7Li abundance is
obtained. The assumption of a dominant proton-decay branch
to the 16.626-MeV state was made mainly to avoid conflict
with the direct measurement of Ref. [14].

In summary, we have shown that the 16.8-MeV state in
9B is unable to enhance the 7Be(d, p) reaction rate by the
amount needed to resolve the cosmological lithium problem.
With the new precise determination of the energy of the
16.8-MeV state [18], the reduction in 7Li abundance owing
to the inclusion of the resonant contribution of the 16.8-MeV
state to the 7Be(d,p) reaction rate is at most 3.5(8)% and
probably much lower depending on the decay properties of the
16.8-MeV state, which remain unknown. In line with Ref. [17],
we conclude that all possibilities for solving the cosmological
lithium problem by conventional nuclear physics means now
seem to have been exhausted.
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FIG. 1. (Color online) (a) Ion counter spectrum of energy loss
as a function of total energy of the A = 7 beam stripped to charge
state 1+. Note the presence of the 7Li contamination. (b) Ion counter
spectrum of beam stripped to charge state 4+, indicating a pure beam.

deuterons would also be low in energy (Ed ≈ 600 keV). Ideally
the beam should be stopped near the back of the target to
minimize the target energy loss of the outgoing deuterons. To
accomplish this, a target ladder was used that could rotate
perpendicular to the beam line, effectively increasing the
target thickness for the beam. With no rotation, the primary
beam passed through the 1.62-mg/cm2 target, losing most,
but not all, of its energy. This was confirmed from spectra
taken with the downstream ionization counter. The target was
then rotated until no beam was detected in the ion chamber.
The required angle was determined to be 50◦ ± 3◦, giving
an effective target thickness of 2.52 ± 0.15 mg/cm2. The
measured stopping thickness agrees with that calculated using
the codes STOPIT (2.63 mg/cm2) and SRIM (2.52 mg/cm2)
[13,14]. Approximately 27 hours of data were taken during
which 5×109 ions bombarded the CD2 target. A deuteron
energy spectrum from a strip at 10.2◦ is shown in Fig. 2.

While this method reduced energy loss in the target,
deuterons scattered at the resonance energy (Ec.m. ≈ 200 keV)
are expected to lose about 50 of their 600 keV laboratory frame
energy. The measured deuteron energy spectrum displayed in
Fig. 2 was corrected for the energy loss in the target and
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FIG. 2. Counts as a function of deuteron energy in 2 keV intervals
from the 7Be(d, d) reaction at 10 MeV with an effective target
thickness of 2.5 mg/cm2. Data for a detector strip at 10.2◦ are shown.

converted from the laboratory frame to the center-of-mass
frame by using

Ec.m. = md + M(7Be)
4M(cos2 θlab)

Ed,lab (1)

Similar to Ref. [15], the spectra were then converted to
differential cross sections using an energy-dependent target
thickness "x, which is inversely proportional to the stopping
power dE/dx:

dσ

d$
= R

ρ × "x × I × "$
= R

ρ ×
(
"E × dx

dE

)
× I × "$

=
R × dE

dx

ρ × "E × I × "$
, (2)

where R is the deuteron yield, ρ is the target density, I is
the time-integrated flux of 7Be, "$ is the solid angle covered
by the detector strip, and "E is the energy bin. The stopping
powers were estimated using SRIM [14].

No obvious resonance is apparent in the spectrum displayed
in Fig. 2. R-matrix calculations were performed with the code
MULTI [16] to set upper limits (&max) on a possible resonant
contribution. The ground state of 7Be has a J π of 3/2− and the
deuteron has a J π of 1+, so the possible entrance channel spins
are 1/2, 3/2, and 5/2. An entrance channel spin of 1/2 would
require an l = 3 transfer to populate the resonance of interest,
making it much less probable than the other two channels for
which l = 1 is allowed, so it was neglected in this analysis.

The results of the MULTI calculations were averaged over
the laboratory energy resolution of 68 keV (22 keV in the
center of mass), which is mostly due to the angular bin size
and the intrinsic detector resolution. The overall normalization
of the MULTI calculations was allowed to vary as a free
parameter and χ2 fit tests were used to set upper limits on
deuteron widths at a given confidence level. Figure 3 displays
a comparison between the data and MULTI calculations for
two different resonance widths, 0 and 30 keV. An energy
of Ec.m. = 200 keV was used for these calculations. Other
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FIG. 3. Differential cross sections as a function of center-of-mass
energy for the 7Be(d, d) reaction. Data are from the 10.2◦ detector
strip shown in 5-keV bins. R-matrix MULTI calculations have been
normalized to the data for possible resonances with 0 keV (dashed
line) and 30 keV (solid line) widths.
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three-quarters of our binaries have measured or-
bital properties, which allowed us to directly mod-
el the orbital parameter distributions. (iii) The
orbital properties cover the full range of periods
and mass ratios relevant for binary interaction.
Thus, we are better equipped to draw direct con-
clusions about the relative importance of various
binary interaction scenarios.

We find an intrinsic binary fraction of fbin =
0.69 T 0.09, a strong preference for close pairs
(p = –0.55 T 0.2), and a uniform distribution of
the mass ratio (k = –0.1 T 0.6) for binaries with
periods up to about 9 years. Comparison of the
intrinsic, simulated, and observed cumulative dis-
tributions of the orbital parameters shows that
observational biases are mostly restricted to the
longest periods and the most extreme mass ra-
tios (Fig. 1).

Compared with previous works, we find no
preference for equal-mass binaries (22).We obtain
a steeper period distribution and a larger fraction
of short period systems than previously thought
(9–14, 23), resulting in a much larger fraction of
systems that are affected by binary evolution.

Because star-cluster dynamics and stellar evo-
lution could have affected the multiplicity prop-
erties of only very few of the young O stars in
our sample (see supplementary text A.2), our
derived distributions are a good representation
of the binary properties at birth. Thus, it is safe
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Fig. 1. Cumulative number distributions of logarithmic orbital periods (left) and mass ratios (right) for
our sample of 71 O-type objects, of which 40 are identified binaries. The horizontal solid lines and the
associated dark green areas indicate the most probable intrinsic number of binaries (49 in total) and its
1s uncertainty, corresponding to an intrinsic binary fraction fbin = 0.69 T 0.09. The horizontal dashed
lines indicate the most probable simulated number of detected binaries (40 T 4), which agrees very well
with the actual observed number of binaries (40 in total). Crosses denote the observed cumulative
distributions for systems with known periods (34 in total) and mass ratios (31 in total). The lower
dashed lines indicate the best simulated observational distributions and their 1s uncertainties, corre-
sponding to intrinsic distributions with power-law exponents p = –0.55 T 0.22 and k = –0.10 T 0.58,
respectively. The lower solid lines and associated dark blue areas indicate the most probable intrinsic
number distributions and their errors. The latter were obtained from a combination of the uncertainties
on the intrinsic binary fraction and on the power-law exponents of the respective probability density
functions. d, days.

Fig. 2. Schematic representa-
tion of the relative importance
of different binary interaction
processes given our best-fit bi-
nary fraction and intrinsic distri-
bution functions. All percentages
are expressed in terms of the frac-
tion of all stars born as O-type
stars, including the single O stars
and the O stars in binaries, either
as the initially more massive
component (the primary) or as
the less massive one (the second-
ary). The solid curve gives the
best-fit intrinsic distribution of
orbital periods (corresponding to
p = –0.55), which we adopted
as the initial distribution. For the
purpose of comparison, we nor-
malized the ordinate value to
unity at the minimum period
that we considered. The dotted
curve separates the contributions
from O-type primary and second-
ary stars. The colored areas indi-
cate the fractions of systems that
are expected to merge (red), ex-
perience stripping (yellow), or
accretion/common envelope evo-
lution (orange). Assumptions and
uncertainties are discussed in
the text and in supplementary
text C. The pie chart compares
the fraction of stars born as O stars that are effectively single [i.e., single (white) or in wide binaries with little or no interaction effects (light green)—29%
combined] with those that experience significant binary interaction (71% combined).

Cumulative fraction of O stars at birth
0% 26% 71% 75%
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Massive Star Evolution
New observational 
studies of O type stars 
quantified frequency 
and nature of binary 
interactions

If correct, they 
dominate massive star 
evolution

Sana et al., Science 
337, 444 (2012) 
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